
was solved in  the  previous example  by  the  fixed  point  method. The

approximate  solution  was  obtained  as                                        Apply

Newton’s method with 









The results using this iterative procedure are shown in the below table,

This example illustrates that using a good initial guess, Newton’s method 

converges faster rather than the fixed point method.



Quasi-Newton Methods

• Newton’s  method  is  computationally  expensive. Because,  Jacobian

matrix, at each iteration, must be determined and also the linear system

that involves this matrix must be solved.

• In most situations,  the exact evaluation of the partial derivatives in the

Jacobian matrix   is   inconvenient.  In  these  cases,  finite  difference

approximations cab be used,



• Quasi-Newton  methods  replace  the  Jacobian matrix  in  Newton’s 

method  with  an  approximation  matrix that is easily updated at each

iteration.

• In quasi-Newton methods number of computational operations rather 

than  Newton’s  method is decreased. But, the convergence rate is also

degraded.

• Broyden’s method is a quasi-Newton method that reduces the amount 

of computations at each step without significantly degrading the speed

of convergence.

Broyden’s Method



(1)
(2) (1)

(1)

f (x )
x x

f '(x )
 

in one

dimensional case,

We can use the approximation,

(2) (1) (1) 1 (1)x x J(x ) F(x ) 

In similar fashion, we  can  replace               by  a  matrix        with  the 

property, 



Broyden proposed the following matrix,

Using this matrix, we have
















